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Abstract—An analog neural network that can be taught to recognize stimulus sequences has been used to recognize the digits in connected speech. The circuit computes in the analog domain, using linear circuits for signal filtering and nonlinear circuits for simple decisions, feature extraction, and noise suppression. An analog perceptron learning rule is used to organize the subset of connections used in the circuit that are specific to the chosen vocabulary. Computer simulations of the learning algorithm and circuit demonstrate recognition scores >99% for a single speaker connected-digit data base. There is no clock: the circuit is data driven, and there is no necessity for endpoint detection or segmentation of the speech signal during recognition. Training in the presence of noise provides noise immunity up to the trained level. For the speech problem studied here, the circuit connections need only be accurate to about 3-b digitization depth for optimum performance. The algorithm used maps efficiently onto analog neural network hardware: single chip microelectronic circuits based upon this algorithm can probably be built with current technology.

I. INTRODUCTION

AUTOMATIC recognition of words in connected speech can be considered a statistical pattern recognition problem. Both dynamic time warping (DTW) and hidden Markov models (HMM) have been frequently used as algorithms for solving this pattern matching problem. In DTW, a dynamic programming local minimization routine is used to best match a given set of data observations in the input speech waveform against a set of stored templates [1], [2]. The templates represent words in the vocabulary and are produced from a training set of speech utterances. The input observations are temporally distorted to find the best match with each of the templates. That template with the best overall match is identified as the spoken word. In a common form of HMM, each word in the vocabulary has an associated Markov model [3]–[5]. The probabilities of data observations and the transition probabilities between hidden states are determined from a training set by a reestimation algorithm. In use, each word model is checked for the probability that it could have produced a given speech utterance to be recognized. The model with the highest probability is assigned as the spoken word.

We have applied a different statistical pattern recognition algorithm that is efficiently implemented in neural network architectures to a small vocabulary connected speech recognition problem. The work we present combines our earlier analog network with time-delayed connections for sequence recognition [6], [7] with an analog perceptron learning rule [8]. The algorithm and its method of implementation is distinct from DTW and HMM approaches but it shares several attributes: 1) the speech signal is coded by a series of features which describe the short-time spectral characteristics, 2) the parameters of the recognition system are determined from a training set by a learning algorithm (analogous to a reestimation formula), and 3) spoken words are determined from parameters related to probabilities computed by the algorithm in a maximum likelihood framework. A variety of other algorithms for neural network architectures have been investigated for speech recognition (for example, see [9]–[12]), and these will be discussed later in connection with our results.

In general, the numerical precision necessary for the implementation of both DTW and HMM algorithms is high. Real-world speech recognition systems based upon these algorithms are typically implemented using digital signal processing hardware because of the necessity to perform high-accuracy calculations. Connectionist architectures emphasize the efficient use of low precision parallel hardware. The algorithm presented here is demonstrated to work with this form of hardware.

Although we have only studied one of the simpler speech recognition problems, the method and form of statistical acoustic signal processing used in the network described here may be applicable to a broader question in human speech perception. A complete theory of human speech perception must describe how its algorithms can be implemented in the hardware of neurobiology. The algorithm presented here can be implemented in a 'connectionist' network of analog processing elements fashioned after neurons and synapses [13]. It is difficult to envision how HMM and DTW, in their common forms, could have such a neurobiological implementation, although preliminary attempts to map these algorithms onto high-precision connectionist architectures have been made [14].

II. AN ANALOG NETWORK FOR A SIMPLE TONE SEQUENCE RECOGNITION PROBLEM

The organization of the speech recognition neural network can be understood by examining a simpler circuit with few components that illustrates most of the computational features present in the speech circuit. Consider the problem of distinguishing simple sequences of 4 tones each having duration τ. Imagine that we have 6 possible tones labelled T1 through T6 and for
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Fig. 1. (a) Two tone sequences to be recognized by a simple analog neural network. (b) The outputs versus time of tone detectors for an acoustic signal illustrated in (a). Each detector \( D_i(t) \) is tuned to tone \( T_i \). (c) The desired outputs of the two sequence recognition units that are to become active when their corresponding tone sequences are present in the acoustic data stream.

Each of these tones there is a corresponding detection device that has an output \( D_i(t) = 1 \) if tone \( T_i \) is present at time \( t \) and an output of 0 otherwise. A tone sequence is the serial presentation of individual tones in the input data stream. For example, the sequence \( S_1 \) might be \( T_4 T_3 T_1 \), meaning tone 4 is followed by tone 3 which is followed by tone 5, etc., while a second sequence \( S_2 \) might be \( T_2 T_3 T_5 T_6 \) (Fig. 1(a)). When each of these two sequences occurs in the input data stream to the circuit, the outputs of the tone detectors will have the patterns illustrated in Fig. 1(b).

Now consider the analog network shown schematically in Fig. 2(a) and as an electronic circuit in Fig. 2(b). Each of the two sequence recognition units corresponds to one of the two tone sequences we want to recognize and is supposed to produce an appreciable output only when its corresponding sequence is recognized. Thus the two outputs of the sequence recognition units are sequence “spotters.” The sequence detector units are nonlinear threshold elements having an output \( V_i \) that is related to their input potential \( u_i \) by a nonlinear gain function \( V_i(t) = g(u_i(t)) \) with a minimum of \( V_i = 0 \) and a maximum of \( V_i = 1 \). (More generally, in a noisy or ambiguous situation we might want the analog value of the output to represent the probability that the corresponding sequence occurred in the data stream. See Appendix A.) The desired outputs of the recognition units as a function of time during presentation of tone sequences \( S_1 \) and \( S_2 \) are drawn in Fig. 1(c).

The output of each of the 6 tone detectors is connected to a set of four boxes, (Fig. 2(a) or taps in a delay line in Fig. 2(b)) which delay the signal by amounts \( 3\tau \), \( 2\tau \), \( \tau \), and 0\( \tau \), respectively. Getting the sequence recognition outputs to behave in the desired fashion is simply a matter of choosing the right pattern of resistive connections from the output of the 6 \( \times 4 \) time delay boxes to the inputs of the recognition units. For sequence detector 1, we use a resistor with resistance \( R \) from the box whose output is the signal from tone detector \( T_4 \) delayed by \( 3\tau \). Similarly, tone detector \( T_3 \) is used with delay \( 2\tau \), a connection with delay \( \tau \) from \( T_5 \) and a connection with no delay from \( T_2 \). Similarly constructed time-delayed connections, appropriate for sequence \( S_2 \) connect to the input of sequence de-

Fig. 2. (a) A symbolic diagram of the organization of a network to solve the tone sequence recognition problem. Detector outputs are connected to recognition units with a pattern of time-delayed connections appropriate to the tone sequence to be recognized. (b) How the tone sequence recognition circuit could be constructed as a simple network of electrical circuit elements. The recognition units are analog artificial neurons connected to appropriate individual taps of tapped delay lines that occur on the outputs of each tone detector.

These connections result in a big input potential to the correct sequence detection unit when one of the sequences in our “vocabulary” is presented to the network. For a random sequence, there will typically be only one fourth as much input potential to the detection units and they will stay below threshold. (Choosing the connections is analogous to the electrical engineering problem of a matched filter [15].) The ability of the circuit to spot particular sequences is the result of the specific pattern of time-delayed connections.

III. GENERALIZING THESE IDEAS TO SPEECH-LIKE SOUNDS

The same tone may be present at two different time points in the same sequence. If \( S_1 \) were the tone sequence \( T_2 T_3 T_4 T_3 \), then we would construct connections both with 3\( \tau \) delay and zero delay between the output of \( D_3(t) \) and the input to the sequence detection unit “1.” The temporal effect (or impulse response) of any individual detector on the input to a sequence recognition unit may be quite complex. But a large input to the sequence detection unit only occurs when all the signals add coherently.
Nothing in the discussion requires having only one tone present at a given time. If multiple tones are present at the same temporal position (a "chord") within the sequence to be recognized, then the outputs of each of the tone detectors present in that chord will have connections with the same time delays to the input of the corresponding sequence detection unit.

By increasing the complexity of the tone sequence, it can be made more analogous to speech. The natural variability of speech produces a degree of unreliability in the pattern of "tone detectors" being activated by a given sequence class (i.e., word). It is then appropriate to think of the statistical distribution of tone detector activation during a sequence to be recognized. For example, if two different tones are equally likely during the first time period of one of our tone sequence classes, then equal-valued time-delayed connections should be made to the sequence detector input. Since repeated tones are allowed, this general scheme applies also to the case of intervals having unequal lengths.

The sequences do not need to be "orthogonal." For example, two sequence detectors may share a time-delayed detector output, having the same tone at identical points in their two sequences. One might ask if this time-delayed connection is really necessary, since both of the corresponding sequence detection units will have the same connection. The answer to this depends upon the nature of the rest of the vocabulary the circuit will be exposed to. (The rest of the vocabulary should be considered the "noise model" in the matched filter analogy.) If we are expecting to see only those two sequences in the data stream (and are thus merely to make a binary choice between two alternatives), then the output from that detector for this time delay to the sequence detection units will be superfluous; its signal provides no information about the choice to be made. Thus the connection strength may be set to zero with no loss of performance. If, however, other sequences do not contain this tone at this temporal location (a multiple discrimination is to be made), then these two connections still convey information, namely that these two sequences are different from the other sequences. Negative connections can also be used to advantage in sharpening the selectivity of the sequence "matched filters." They can be made to signals which are absent in a particular sequence, and will decrease the input to a recognition unit for incorrect sequences. Negative connections can be made to taps for which an output would provide information against the presence of the associated sequence in the data stream. In general, the analog value of the connections should be related to the quantity of information present at each particular time-delayed output for the speech sequence discrimination. These points, illustrated in the example above, are central to the more difficult problem that is the focus of this paper.

IV. PREPROCESSING AND FEATURE EXTRACTION:
MOVING FROM TONES TO FORMANTS

The circuit we have studied for speech recognition is similar to the tone sequence recognition network discussed above. Its general organization is the same as that shown in Fig. 2(b) except that more complex detectors, time delays, and recognition units are used. A block diagram of this circuit is shown in Fig. 3.

In the set of experiments reported in this paper, we have attempted to recognize spoken digits in connected strings at their respective temporal end points. Fig. 4(a) shows the waveform of an exemplar digit string where the spoken digits are (1 3 8 8 9 0 4 8). We have used detection of features in spectral energy for the recognition. The spectrogram below the waveform shows some of these features. Fig. 4(b) shows the waveform of digit (0) segmented out from the string in (a). Its temporal endpoint to be used for training is marked as $t^*$. Fig. 3. A block diagram of the speech recognition circuit. The circuitry for bandpass filters, feature detectors, time delays, and the recognition units are fixed. The strength of connections between the output of time delay and the input to recognition units are assigned through a learning algorithm.

Fig. 4. (a) Speech waveform and spectrogram of a digit string used in the experiment. The digits spoken are (1 3 8 8 9 0 4 8). The speech data was collected at a rate of 12,000 samples/s. (b) Waveform of the digit (0) segmented out from the string in (a). Its temporal endpoint to be used for training is marked as $t^*$. In our network the speech signal is transformed into a temporal sequence of activation of acoustic feature detectors, analogous to activation of tone detectors in a tone sequence. A patterned set of time-delayed connections is constructed (as
discussed in the next section) which temporally organizes these features and determine the states of a network of sequence (word) recognition units connected together as an n-flop. The feature set used in the present work was determined by the locations of energy maxima in the short-time frequency spectrum of the acoustic signal. But the methods used are more general and can be applied to any set of computable acoustic or acoustic-phonetic features. (See the discussion.)

The selection of energy maxima and the corresponding activation of detector outputs was computed as follows. The normalized speech waveform was filtered by a set of thirty-two 2-pole bandpass filters. The center frequencies $f_c$ of the filters were chosen to be between $f_{min} = 200$ Hz and $f_{max} = 4$ kHz distributed according to the relation $\log \left(1 + (f/4000)\right) (\text{Hz})$ (Mel scale).

The filtered outputs $h_n(t)$ were full-wave rectified and integrated with a time-constant $\tau_{int} = 10$ ms. Thus the rectified, filtered, and integrated outputs $g_n = n = 1, 32$ were calculated from integration of the equation

$$\frac{dg_n}{dt} = -\frac{g_n}{\tau_{int}} + h_n(t).$$

(1)

The set $g_n(t)$ for the word $\{0\}$ is shown in Fig. 5(a). The time $t^*$ at which the word ends is also indicated in the figure.

The outputs $g_n$ of the filterbank-integrator network are analog signals corresponding to the rms amplitude in different frequency bands. Nonlinear signal processing and feature extraction was done by a second network for which the output signals $D_n$ represent the occurrence or absence of feature $n$. Feature $n$ was chosen to be a peak in the frequency distribution of the acoustic signal power occurring at frequency $f_n$:

$$D_n(t) = 1 \text{ if } g_n(t) \geq \theta_1,$$

(2a)

and

$$\frac{2g_n(t) - [g_{n+1}(t) + g_{n-1}(t)]}{g_n(t)} \geq \theta_2 \text{ i.e.,}$$

$$2 - \theta_2 g_n(t) - [g_{n+1}(t) + g_{n-1}(t)] \geq 0 \text{ (2b)}$$

$$D_n(t) = 0 \text{ otherwise.}$$

Thus detector $n$ is active at time $t$ with output $D_n(t) = 1$ if two criteria are met: 1) the rectified and integrated output $g_n$ of the $n$th bandpass filter is greater than a threshold $\theta_1$, and 2) a discrete approximation of the second log derivative of $g_n$ with respect to $n$ is greater than a second threshold $\theta_2$. In our simulations, we have used $\theta_1 = 150$ and $\theta_2 = 0.05$. The maximum value of filter output was about 5500 and $\theta_1$ was chosen so that spurious speech signals do not turn on the detectors. $\theta_2$ was chosen to have a small nonzero value.

The detector outputs $D_n(t)$ computed for the presentation of the acoustic signal in the word $\{0\}$ are shown in Fig. 5(b). Relatively invariant features not easily discernible across the bandpass filter outputs are easily seen in the $D_n(t)$ outputs. The nonlinear processing that occurs in this second network tends to suppress “formant-like” noise and accentuate “formant-like” features. This representation is very good for discriminating vowel-like sounds, but is not particularly effective for discriminating consonants. (A low-order LPC representation has similar characteristics.)

The operation of these feature detectors is similar to those of the “center-surface” cells found in the mammalian auditory system or visual system [16]–[18]. Fig. 5(c) shows a schematic diagram of a center-surface cell with threshold. The circuitry for this computation can be constructed from standard designs for artificial neural networks. The net effect of the center-surface inhibitory network applied to the filter output is to increase the signal to noise of the features we have chosen to select (formant locations) and convert the inputs to the time delay network into a simple 0, 1 (binary) form.

V. CONSTRUCTING THE DELAY CONNECTIONS

The outputs of detector $D_n(t)$ are followed by a set of time delays which delay the signal from each channel and also convolve it with a broadening function. If a connection is formed, the signal $x_n(m, t)$ that is available to a recognition unit at any particular delay tap $[n, m]$ corresponding to detector frequency $f_n$ and mean time delay $(m) \tau_{delay}$ is

$$x_n(m, t) = \int_0^\infty K(m, t')D_n(t - t') dt'$$

(3)

where the delay kernel $K(m, t')$ is a maximum for $t' = (m) \tau_{delay}$. The tap interval $\tau_{delay}$ was usually taken as 0.06 s. Most of the work described here used a kernel of the form

$$K(m, t') = \frac{1}{\sqrt{2\pi} \sigma} \exp\left(-\left(t' - (m) \tau_{delay}\right)^2 / 2\sigma^2\right)$$

(4)

with $\sigma^2 = \sigma_0^2 (n - 4)^2$ and $\sigma_0 = 0.15$. (Rigid delays correspond to $\sigma_0 = 0$.) The impulse response functions of these time delays are shown in Fig. 6.

Connections are made from the time delay outputs to the input of a recognition unit, each providing a weighted contribution from its associated time delay. The summed signal from all delays is filtered with a time constant $\tau_{rec}$ at the input of each recognition unit. The input potential $u_i(t)$ of recognition unit $i$ is given by

$$\frac{du_i}{dt} = \frac{u_i}{\tau_{rec}} + \sum_{n,m} T_{i,n,m} x_n(m, t) + q_i$$

(5)

where $T_{i,n,m}$ is the magnitude of the connection from the output of the $m$th delay for the $n$th feature detector to the input of recognition unit $i$. $q_i$ represents the constant input bias current that determines the threshold for each recognition unit. For purposes of describing the learning algorithm used to determine the values of $T_{i,n,m}$ and $q_i$, it is convenient to describe this input potential in a different form. Since convolution and filtering are linear operations, the input potential to recognition unit $i$ at time $t$ can be written as a sum of terms

$$u_i(t) = \sum_{n,m} T_{i,n,m} X_n(m, t) + Q_i$$

(6a)

where

$$X_n(m, t) = \int_0^\infty x_n(m, t - t') \exp\left(-t' / \tau_{rec}\right) dt'$$

(6b)

and

$$Q_i = \int_0^\infty q_i \exp\left(-t' / \tau_{rec}\right) dt'.$$

(6c)

We have used $\tau_{rec} = 0.04$ s in most of the experiments.
Fig. 5. (a) Rectified and integrated outputs from the 32 bandpass filters for the exemplar of (0) shown in Fig. 3(b). The center frequencies of filters are given in parentheses. (b) Outputs of the 32 center-surround detectors for the same exemplar of (0). The two thresholds used in the detectors were $\theta_1 = 150$ and $\theta_2 = 0.05$. The maximum value of filter output for this utterance was about 5500. (c) Schematic diagram of the "center-surround" mechanism used for feature detection.

Given the input potential $u_i(t)$ determined as above, the output $V_i$ of the recognition unit for word $i$ is defined as

$$V_i(t) = \frac{1}{2} \left[ 1 + \tanh \left( u_i(t) \right) \right].$$

(7)

Given a set of connection strengths between the time delayed outputs and the inputs to the recognition units (which we will refer to as the time delayed connections), the above circuit equations define the output of the word recognition units for any input signal. As in the simple tone sequence circuit described earlier, we desire the output of a word recognition unit to be near 1 when that word has just occurred in the input signal and near 0 otherwise. More specifically, the duration of an utterance is divided into nine intervals, defined by ten equally
space time points. The endpoint \( t^*_i \) of each exemplar utterance lies within this interval. Target goals for the word recognition unit outputs are defined by the following rules, illustrated by a particular example for the recognition goal (0).

1) For word recognition unit "zero", for each "nonzero" utterance at its ten equally spaced time points and its endpoint \( t^*_i \) the appropriate target output is 0.

2) For word recognition unit "one", for each utterance \( i \) which is an example of "zero", the time \( t^*_i \) the appropriate target output is 1.

This is illustrated in Fig. 7. It shows the waveform of the exemplar of (0) from Fig. 3 along with its endpoint. The 10 equally spaced time points are 125 ms apart. (This time window was chosen to be able to train on all exemplars in the vocabulary.) The figure also shows the targets at each of these time points for word recognition units (0), (1), and (2) for this exemplar of (0) along with their actual outputs after 10 learning cycles.

Given these target outputs and a set of training utterances, an analog perceptron learning algorithm was used for determining the optimal connections \( T_{i,n,m} \) for yielding the desired responses. Beginning with all \( T_{i,n,m} = 0 \), the connections were iteratively updated by the following algorithm. It is based on minimizing an entropy measure of error and is described in more detail in Appendix A.

\[
\Delta T_{i,n,m} = e_1 \cdot \sum_{\text{examples}} \sum_{\text{time points}} (\text{Target}^n - V_{i,n}^n) \cdot X_{i,m}^n (m, t)
\]

where \( \Delta T_{i,n,m} \) is the change for connection \( T_{i,n,m} \), \( e_1 \) is a learning coefficient. For an example \( e_1 \), \( X_{i,m}^n (m, t) \) refers to the convolutional output of time delays and \( V_{i,n}^n \) refers to the actual output of the \( i \)th recognition unit at the ten learning points. The targets at these learning points in time is either 1 or 0, set according to the rules mentioned above. The adjustable threshold \( q \) for each word recognition unit is also updated as follows:

\[
\Delta q = e_2 \cdot \sum_{\text{examples}} \sum_{\text{time points}} (\text{Target}^n - V_{i,n}^n)
\]

where \( \Delta q \) is the change for threshold \( q \). If the learning coefficients \( e_1 \) and \( e_2 \) are small, this algorithm is a gradient descent optimization procedure. (See Appendix A for details.)

The function \( X_n (m, t) \) is obtained by convolving and filtering the output of quantizer channel \( n \) from times prior to \( t \), and does not depend on the strengths of the connections. As a result, the problem of finding appropriate connections at a particular time has been transformed into the form of a simple perceptron learning problem. For a recognition unit driven by connections from a set of inputs (no hidden units), the learning problem is convex (see Appendix A) and there is a unique set of best connection weights defined by any sufficiently large set of training data.

When the circuit is used for recognition after training, an utterance which is not spoken clearly may not be completely reliably identifiable as a particular spoken word. Also, the output \( D_n(t) \) of the detector contains far less information than was present in the initial data stream, and this output may be ambiguous even if the original sound was not. In order to give meaning to the output \( V_{i,n}^n(t) \) of a recognition unit for a particular word under these circumstances, a procedure was used which trains each recognition unit to evaluate the probability that its particular word was the actual sound which just occurred (see Appendix A). When the optimum set of connections is found, the value of the output of a word-recognition unit during an utterance represents the network estimate of the probability that this particular word has just been completed. For scoring the results we convert these various probabilities to "yes or no" answers to compare with what was actually said (see results section). Thus the decision of what word was spoken is computed by the network in a maximum likelihood framework (see also [6]).

When there are \( N_n \) examples of each digit, and \( N_n \) equally spaced time points chosen for training, each word recognition unit would then have \( (N_n + 1) \cdot (10 - 1) \cdot (N_n) \) negative training examples, and \( N_n \) positive training examples. The utterances used in training can be either isolated words, or words clipped from continuous speech, which may also deliberately include leading or trailing parts of other words. The amount of computation necessary to establish a set of connections using 288 training examples is about 10 min on an Alliant FX-8 computer with vectorized Fortran.

The learning algorithm establishes delayed connections whose numerical value is related to the amount of information that the given detector channel provides at that delay for the given word.
Fig. 8. (a) Detector output probabilities for the 19 exemplars of (0) in the training data. The probabilities are plotted as a function of the time before the word endpoint \( t^* \). (b) The set of connections for the recognition of (0), learned after 256 iterations. The value of the connection at time delay \( m \) for detector \( n \) is indicated by the distance of the line above or below the horizontal axis at position \( m \) on line \( n \). Positive connections are shaded by lines and negative connections are shaded by dots. (In Fig. 8(a), the leftmost point corresponds to end of the word. In Fig. 8(b), the leftmost segment corresponds to zero time delay (\( m = 0 \) and longer delays lie along the positive \( x \)-axis.)

to be recognized. This is illustrated by considering the connections learned for word (0). The probability for each detector to turn on at different time points with respect to the endpoint \( t^* \) for all exemplars of (0) in the training set is shown in Fig. 8(a). Regions with high probability (\( P(D_n(t^* - t) = 1) \) show the features of (0) which provide reliable information about that word. A set of connections learned by the network for the recognition of (0) is shown in Fig. 8(b). Positive connections will be learned at those locations where exclusive information about the digit (0) against all other digits in the vocabulary is
present. This could be anticipated from the meaning of the mutual discrimination error measure being minimized (see Appendix A). This can be seen in channel 32 where the detector turns on with high reliability during the initial portions of the word. Positive connections are learned for the time delays 6, 7, and 8 corresponding to the region in time when \( D_{32}(t) = 1 \) with high probability. An opposite case can be seen in channel 1 where \( D_{1}(t) \) has a high probability of being activated during the end of the word, but no positive connections are learned for the corresponding time delays (1 through 4). This suggests the presence of overlapping information from other digits during these time points. Hence there is no mutually exclusive information for the recognition of \( 0 \) from that region of channel 1.

The input and output potentials of recognition units in a network using a set of learned connections is shown in Fig. 9. The digit sequence presented to the network was \( 1 \, 3 \, 8 \, 8 \, 9 \, 0 \, 4 \, 8 \). This sequence was not part of the training set. Fig. 9(a) shows the input potential \( u_i(t) \). The markings on the left of each curve show the input potential level when no signal is presented to the network. The appropriate recognition units receive positive input potentials when their corresponding digits are presented. But incorrect recognition units also receive some positive input potential. For example, during the presentation of \( 4 \) recognition units for 0, 3, 5, 7, and 9 receive positive input potential. But these are not enough to drive the output of these incorrect recognition units, as can be seen from the outputs \( V_i(t) \) plotted in Fig. 9(b). For training, targets are set for the outputs of recognition units. The threshold for each recognition unit is also learned. Hence discrimination of digits based on thresholds becomes an easier task at the output of recognition units.

VI. Experimental Results

Digit strings from a single male speaker were low-pass filtered, sampled at 12 kHz, and digitized with a 14-b A/D converter. The recordings were made using an AKG D330BT microphone, over several days, in an office environment with a signal-to-noise ratio of approximately 40 dB. Each string contains eight digits, spoken at a rate and segmentation typical of a telephone number string. In about half of the digit pairs, there is no break between the digits.

A set of 36 digit strings were used for training and another set of 18 were used for testing. For training, the individual digits were segmented from the strings by visual inspection of waveforms and spectrograms (as shown in Fig. 3). This segmentation yielded a set of 288 digits that were used for training. The temporal endpoint and the total length of the word were determined for each clipped out digit by visual inspection of spectrograms. Table I shows the number of utterances of each digit used for training, and the longest and shortest utterance in each case.

The percentage time warp, defined as

\[
\frac{(\text{longest utterance} - \text{shortest utterance})}{\text{mean length}} \times 100
\]

ranged between 28–71% for the training set.

The complete time-delay neural network contains both fixed circuitry and modifiable connections. All of the circuitry that is used to produce the detector outputs is fixed. The filter bank characteristics and distributions were determined from psychological evidence and practical experience with filter bank front ends in other recognition systems [19]. The integration time
TABLE I
WORD LENGTH DISTRIBUTION IN TRAINING DATA

<table>
<thead>
<tr>
<th>Digit</th>
<th>Number of Utterances (sec)</th>
<th>Longest Utterance (sec)</th>
<th>Shortest Utterance (sec)</th>
<th>Mean Length (sec)</th>
<th>Time Warp (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>19</td>
<td>0.611</td>
<td>0.457</td>
<td>0.535</td>
<td>29</td>
</tr>
<tr>
<td>1</td>
<td>31</td>
<td>0.586</td>
<td>0.304</td>
<td>0.435</td>
<td>60</td>
</tr>
<tr>
<td>2</td>
<td>44</td>
<td>0.304</td>
<td>0.282</td>
<td>0.366</td>
<td>61</td>
</tr>
<tr>
<td>3</td>
<td>27</td>
<td>0.573</td>
<td>0.322</td>
<td>0.455</td>
<td>55</td>
</tr>
<tr>
<td>4</td>
<td>36</td>
<td>0.540</td>
<td>0.319</td>
<td>0.409</td>
<td>54</td>
</tr>
<tr>
<td>5</td>
<td>31</td>
<td>0.613</td>
<td>0.331</td>
<td>0.466</td>
<td>60</td>
</tr>
<tr>
<td>6</td>
<td>32</td>
<td>0.681</td>
<td>0.365</td>
<td>0.527</td>
<td>60</td>
</tr>
<tr>
<td>7</td>
<td>28</td>
<td>0.621</td>
<td>0.465</td>
<td>0.547</td>
<td>28</td>
</tr>
<tr>
<td>8</td>
<td>23</td>
<td>0.523</td>
<td>0.243</td>
<td>0.392</td>
<td>71</td>
</tr>
<tr>
<td>9</td>
<td>17</td>
<td>0.653</td>
<td>0.417</td>
<td>0.508</td>
<td>46</td>
</tr>
</tbody>
</table>

Constants of the filter bank outputs were also fixed at 10 ms. The connections for center-surrounded inhibition were also predetermined as described above.

Several fixed time constants of the time-delayed connections and recognition units must also be chosen: i) the integration time constant of the recognition unit, ii) the mean delay between different taps on the delay lines, and iii) the width of delay functions (their standard deviations). A set of standard values for these parameters were used for routine training and testing of the network. We will first describe the performance of the network with these parameter values and then demonstrate the degree to which the recognition accuracy depends upon parameter value choice. The parameters used in routine training were determined by optimization of individual parameters. A systematic multidimensional search of the parameter space was not attempted. The standard values used in the present work were $\tau_\text{sec} = 0.04$ s, $\tau_\text{delay} = 0.06$ s, and $\sigma = 0.015$ s.

The number of time delays used for the recognition of each digit was determined according to the average length of that digit in the training data. For example, 9 time delays (32 × 9 connections) were used for (0) recognition and 6 time delays for (2) recognition (i.e., connections for the 4 longest time delays were set to zero for the (2) recognition unit). From the total of 3200 modifiable connections in the network only 2496 were changed during training; the rest were set to zero.

The performance of the network in correctly recognizing both the segmented digits in the training set and the 144 connected digits in the test set was determined as follows: the network dynamics was scored as correct for a given digit utterance only if the output of the correct recognition unit was greater than 0.5 and all incorrect units had outputs less than 0.5. In addition, if wrong units had outputs greater than 0.5, but at the same time the correct unit had a larger output, the network dynamics was also evaluated as correct. According to the above criteria, the network dynamics will be scored incorrect if all the recognition units had outputs less than 0.5. (A simple neural network can do this n-fold or winner-take-all decision task.) For comparison with scoring procedures that have been used in hidden Markov models (where the model with the maximum output probability is taken as the correct one even if its probability is small) in a few cases we also evaluated the network dynamics using an area criterion: the areas under all output recognition unit responses were calculated during word presentation and the unit with the largest area chosen to determine the network's decision of spoken word. In the following, recognition accuracies calculated using the area criterion will be given within brackets next to the other results. The recognition score with the threshold criteria can be considered as the word-spotting accuracy for this vocabulary and the recognition score with the area criteria as word recognition accuracy.

It should be noted that training is done at 10 equally spaced time points 0.125 s apart. But after the training phase, the network output is continuous in time. For circuit simulations on the computer, we sampled these every 5 ms. Evaluation of the network is done using these time varying outputs.

The neural network using the learning algorithm solves the connected-digit recognition problem for a single speaker with over 99% accuracy. The ability of the network to correctly recognize the utterances in the segmented-digit training set and the connected-digit testing set monotonically increased with successive iterations of the learning algorithm, as shown in Table II. By 128 iterations, the network using standard parameter values reached its peak performance level, correctly recognizing 100% of the segmented digits from the training data and 99.3% of the digits in the connected digit test strings. By the area criterion, the recognition accuracy of the time-delay network for the connected digit test strings increased to 100%. In several other test cases that convergence was analyzed by determining recognition accuracy versus iteration number, similar convergence rates were measured. Based upon these results, other learning experiments were routinely stopped at 256 iterations of the learning algorithm.

The fact that the recognition accuracy for the connected digit test set is not 100% could be due either to the inability of the network to capture the true variability in the speech set or due to the use of a training data set that is too small to capture the range of speech variance. To test these alternatives, the test set and training set were combined to form an enlarged training set. The resulting network recognizes 100% correctly all the training segments and all the strings from which these segments were made, demonstrating that the variance in the larger set could be captured by the network. Even more speech data would be required to test fairly the network that resulted from the enlarged data set, in order to determine if its performance on untrained speech segments was improved. This was not done since we did not feel that how well the single speaker problem could be solved above the 99% level is a significant question.

Although the criterion used to determine the above recogni-

\[\text{Table II}\]
RECOGNITION ACCURACY AS A FUNCTION OF LEARNING ITERATIONS

<table>
<thead>
<tr>
<th>Number of Learning Iterations</th>
<th>Recognition Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training Data (segmented)</td>
<td>100</td>
</tr>
<tr>
<td>Testing Data (connected)</td>
<td>99.3 (100)</td>
</tr>
</tbody>
</table>

1In all tables, the recognition accuracy with the threshold criterion is shown outside the parenthesis and the recognition accuracy with the area criterion is shown within parenthesis. The recognition accuracy for the training data was determined using segments and that for testing data was determined using actual connected strings.
tion accuracies is that of practical interest in evaluating a recognition system, the network performance that is actually being maximized by the learning algorithm is determined by the mutual discrimination error measure in the gradient descent learning algorithm. (See Appendix A.) This total error measure is the sum of contributions provided by each digit category. In Fig. 10(a), these individual digit contributions and the total error are plotted versus learning algorithm iteration for the training set. The error expression can also be evaluated for the testing data, although the network is not trained on this set. It is shown in Fig. 10(b). While the error in the training set is still decreasing, the error is increasing for some of the sequences in the test set (digit 7, for example). This is again evidence that the training set is too small. In the later part of the learning procedure, peculiarities of the small training set are being learned, at the cost of appropriate generalization.

The integration time constant for the recognition neurons, the width of time delays, and the mean spacing between each of the delays were varied and the network performance determined. In all cases, the standard parameter values were used as a starting point, and the parameter under test was varied. The recognition accuracy is reduced when integration time constants of the recognition units are made substantially larger or smaller (Table III). Below $\tau_{rec} = 0.030$ s the recognition scores on both the training and test sets drop. Above $\tau_{rec} = 0.060$ s, the network is able to learn the training data very well, but its performance on testing data deteriorates. The performance on connected digits is worse at larger values of the integration time constant because of interference from signals of the preceding digit.

Table IV and V list the recognition accuracy as a function of the standard deviation ($\sigma$) of Gaussian time delays and the mean spacing ($\tau_{Delay}$) between them. For the speaker-dependent connected digit data base used in these experiments, there is no sensitivity to these parameters over a wide range of values. We expect more sensitivity in the more difficult problem of speaker-independent recognition.

The tolerance to speech noise and imperfections in the hardware are important issues in the application of speech recognition algorithms and their implementations to real-world problems. The importance of the numerical precision of the connections on network performance was evaluated by quantization of the connections after learning. Connections were learned at full precision for 256 iterations of the learning algorithm. The learned connection set was subsequently quantized to a fixed number of quantization levels per connection. The quantization levels tested ranged between 21 (greater than 4 b of information per connection) to 3 (less than 2 b of information per connection). Table VI lists the recognition accuracy versus the number of quantized levels per connection. Performance of the network remains unchanged until the information per connection is reduced to less than 3 b (7 quantized levels of connections in the table). Even at 1.5 b of information per connection (3 quantized levels, $-1, 0, +1$), the recognition score is still above 96% by our standard amplitude criterion and above 99% by the area criterion.

The network performance was also evaluated for speech data degraded by Gaussian noise. Noisy data was produced by adding speech data at high signal-to-noise ratio to Gaussian noise such that the signal power and noise power over the length of the connected digit string had the desired ratio. As shown in
Table VII, performance of a network trained on noisiest data (>40 dB SNR in the bandwidth 200 to 4000 Hz) deteriorates substantially when tested with speech having less than 30 dB signal-to-noise ratio. In general, degradation of performance was measured with test data having a lower signal-to-noise ratio than that of the training data. However, recognition accuracies of test data having a larger signal-to-noise ratio than the training were equal to that measured for the training data. For example, as shown in Table VIII, a network trained on a data set with 11-dB signal-to-noise ratio performs equally effectively on test sets of 21, 31, and >40 dB signal-to-noise ratios, although at a poorer overall accuracy than that observed for the noisiest data.

In the third experiment, 288 noisiest utterances in the standard training set was combined with the same noisiest utterances mixed with Gaussian noise at the 6 dB level. As listed in Table IX, when trained on this data set, the recognition accuracy for the test set of 144 utterances was 99.3% for all SNR above 6 dB, dropping only to 97.9% for the 6-dB test set.

The recognition of digits from noisy speech data and using low-precision connections is illustrated in Fig. 11. Fig. 11(a) shows the output of recognition units as a function of time during the presentation of a test digit sequence (1 3 8 6 8 9 0 4 8). (These are the same outputs shown in Fig. 9(b)). The speech waveform of the string and the word endpoints of each spoken digit are also shown in this figure. This network used a standard set of parameters as described earlier and the signal to noise ratio of speech data was about 40 dB. This figure shows that a fully trained network is able to recognize the different digits very close to their endpoints, even though the data was not segmented. Fig. 11B shows the performance of the same network when the speech data contains 6 dB SNR of noise. The output potential of recognition units are almost identical to those shown in Fig. 11(a) even though there is substantial noise in the speech signal. The set of connections used in the above experiments were obtained by training the network with a mixture of standard speech data and similar speech data with 6 dB of added noise. To generate the responses shown in Fig. 11(c), (d), this set of connections were quantized to have only 3 values. Again the responses for standard and noisy data are almost identical to those in Fig. 11(a) and all the digits are recognized very close to their endpoints.

Fig. 12 shows an example of word spotting by the network. The waveform of the spoken sentence, "Our phone number is 206 519 3847," is plotted along with the output of recognition units as a function of time. Noise rejection properties of the network can be seen during the initial portions of the sentence. The segment, "Our phone number is," does not turn on any of the digit recognition units above the 0.5 level except for "phone" turning on the (1) unit. Word-spotting properties of the network can be improved by adding words like "phone" to the vocabulary and learning not to recognize those words. Again all the digits are correctly recognized.

VII. DISCUSSION

The network we have described functions by directly computing how much information the detection of a feature at time t provides to the discrimination of a word in the vocabulary at a future time t'. The input current that is produced at the recognition units at time t' is directly related to this information. Since this input current is proportional to the strength of the time-delayed synapses from the outputs of the detectors to the inputs of the recognition units. Information about the significance of a feature detection to the recognition of a word in the vocabulary lies in the pattern of time-delayed connections. In the circuit studied here, each word in the vocabulary is associ-
Fig. 11. (a) Response of recognition units plotted alongside the speech waveform for the test digit sequence (1 3 8 8 9 0 4 8). Approximate time points where the digits ended are marked on the waveform. Though the network had no knowledge of these time points, we can see that recognition of digits occurred approximately at their endpoints. (b) Recognition of a noisy sample of the same digit string. Gaussian white noise of 6-dB SNR was added to the original sample. Note that the response waveforms in cases (a) and (b) are almost identical in spite of the large amount of noise in case (b). (c) Recognition of the normal test string after the set of connections are quantized to have only 1.5 b of information per connection. Under this condition, only 18.5% of the available 3200 connections are nonzero. (Continued on next page.)
ated with 320 analog-valued time-delayed connections, 10 delays from each of 32 feature detectors. (The number of connections is often less due to setting connections with delays longer than the mean word length to zero, as described earlier.) The number of connections increases linearly with the number of words in the vocabulary. This is similar to the scaling of HMM and DTW algorithms that operate strictly on word level objects and do not have a hierarchical organization or level building from shorter speech sounds like phonemes, diphones or syllables. As in these other recognition systems, the scaling of the network connections with increasing vocabulary will be reduced by hierarchical recognition strategies [20]. For example, complete networks of the type described here can be trained to recognize phonemes. The outputs of these phoneme detectors can be considered as the inputs to a word recognition network, replacing or being an addition to the formant detectors used in the network we have presented here. A hierarchical approach would also improve the performance on vocabularies with larger time warp. In the present circuit, time-warp insensitivity can be increased only by decreasing temporal resolution of feature order.

In most current HMM and DTW systems, the model parameters and templates for individual words contain the information that characterizes the acoustic signal for that word. This information depends very little on other words in the vocabulary. This is different from information in the connections of the timedelayed perpertron network. The value of individual connections is related to the amount of information provided by the detection of its associated feature to the discrimination of its associated word from other words. Since the relevance of an individual feature to the word discrimination problem depends intrinsically upon the other words in the vocabulary the numerical values will be strongly dependent upon the vocabulary and noise conditions. This was evident in the relationship between the connection strengths for the word \( <c> \) and the probabilities of detector outputs for the set of \( <c> \) utterances.

The feature set used in the network described here was based upon a simple "center-surround" determination of local peaks in the short-time frequency spectrum. These peaks roughly correspond to the formant positions, especially for vowels. The center-surround mechanism intrinsically relies upon the physical relationship between adjacent input channels. The learning
algorithm that organizes the time-delayed connections so as to minimize the mutual discrimination error measure (see Appendix A) does not depend upon any logical relationship between detector outputs. Any set of feature detectors can be used.

Some common descriptions of the acoustic signal (for example, the set of cepstral coefficients) cannot be directly used as a feature vector for the learning algorithm. The analog numbers of the cepstral vector components have no meaning as features. However, cepstral vectors could be used in conjunction with a vector quantizer, each codeword in the VQ codebook having an associated detector line with an output related to the likelihood that the observed cepstral vector was an instance of the codeword. Gold et al. have used this for recognition of isolated words [20]. The use of thresholded center-surround features greatly enhances the discriminability of this system (see Fig. 5). The recognition accuracy is reduced to 90% when the rectified outputs of filters are themselves used as input features.

In the work of others, increasing recognition accuracies have accompanied the use of more acoustic-phonetic attributes in feature vectors. For example, HMM recognition scores were appreciably increased by inclusion of delta-ceptral coefficients providing direct information on formant trajectories. The ability of the network to work with the arbitrary feature detectors we chose suggests its utility in recognition systems based more heavily upon acoustic-phonetic features. For example, it would be possible to directly use our recognition network with the more complex feature detector neural network under development by Mueller and coworkers [22]–[24]. In this work, simple center-surround mechanisms and delays were used to construct output units that respond to abrupt onsets and offsets of spectral energies and that can detect the local direction of formant motion in frequency. Our circuit can be considered a network implementation of a statistical pattern recognition algorithm that matches naturally to the kind of connectionist “front-end” implementation suggested by this work. Espy-Wilson has demonstrated how several complex acoustic-phonetic features can be computed from the speech signal along with their probability of being observed in a given data stream [25]. These computed outputs could be directly used as inputs to our recognition network, and it may be possible to implement these detectors also in connectionist architecture. Networks similar to those described here and based upon a spectral representation could be trained to have outputs that directly represent the probability that an acoustic phonetic feature has been observed in the data stream. The outputs of these trained complex feature detectors could be used as inputs to a larger, hierarchical network that is designed to recognize larger acoustic categories like syllables or words.

The delay network has no explicit determination of word endpoint. The speech signal is not explicitly segmented during the recognition process. (Indeed, the same snippet of sound may be taken to be both the end of one word and the beginning of next.)

It is intrinsically a word-spotting architecture. This was evident in the performance illustrated in Fig. 12. For optimum word-spotting performance, it may be important that the network be trained with a characteristic set of “noise” that the system will be exposed to in the recognition environment. This speech need not be characterized as words, but simply “not a word in the known vocabulary.” The word spotting aspect of the delay network is in contrast to the inherent segmentation that has been a requirement of present HMM recognition systems and which renders them less effective in unknown word environments.

The experiments where connections were quantized demonstrated that the numerical precision necessary for implementation of the network is relatively low. We are not aware of similar experiments with HMM or DTW recognition algorithms, where published work makes explicit use of high-precision arithmetic.

Three aspects of the acoustic signal processing we have used have a basis in neurobiology. The Mel scale, describing the center frequencies of the band-pass filters, is based upon the representation of frequency along the mammalian cochlea. The spectral peak feature detectors circuitry employ a center-surround organization found in the mammalian auditory system. Our use of time delays to recognize a temporal pattern is analogous to the use of delay mechanisms in the biosonar system of the moustache bat [26] and sound localization by the barn owl [27].

Many other neural network architectures have been used for speech recognition. A majority of these networks employ multilayer perceptrons using the back-propagation error correction method [28] to learn the set of connections. Many of these networks reduce the temporal pattern recognition problem to one of spatial pattern recognition by using the spectral energy over a period of time as the input to the network. Eilmann and Zipser used a network for the recognition of syllables, vowels, and consonants spoken by a single male speaker [10]. With a network trained to achieve 100% recognition on training data, they achieved recognition accuracies of 84%, 98.5%, and 92.1%, respectively, for the three tasks. The performance of the network improved when noise proportional to signal was added during training. Wail et al. have used a similar network for phoneme recognition [9]. The hidden units in this network receive inputs from lower layers with different time delays. They achieved an average correct recognition of 98.5% for a single male speaker. Watrous and Shastri used a network to discriminate between the word pairs NO/GO by a single speaker [29]. Hidden units in this network have self recurrent links for accumulating information over time. The total error of the network for recognition wildly fluctuated during training. The best recognition score on a test set of 25 word pairs was 98%. Burr achieved 99.5% recognition accuracy for single speaker isolated digit recognition using a network with one layer of hidden units [30]. Platt and Hinton used a similar network to filter out noise in formant-like patterns and recognize them as a riser or a nonriser [31]. The performance of this network improved 1) when they used different noisy exemplars each time during training and 2) by decaying the connection weights each time so that small weights tend to become zero. Prager et al. used a Boltzmann machine for detection of 11 steady state vowels [32]. They achieved a recognition score of 85% for the same speaker. Burr has used a single layer perceptron for recognition of E-set words and polysyllable words [33]. Gold has used a 120 neuron Hopfield net for recognition of vowels and consonants [12] and a neural network with time-delayed connections for recognition of isolated words [20], [21]. When half of the 120 b are given as input, the network converged perfectly in 79.6% of cases. Kohonen has used a self-organizing network to classify phonemes [11]. This network classifies phonemes from multiple male speakers with an accuracy of 92–97% and is capable of isolated word recognition on a 1000 word vocabulary with 96–98% accuracy.

Although based upon back-propagation of a quadratic error measure, the network used by Wail et al. has a delay architecture very similar to the one discussed in this paper. We have used an information theoretic error measure that provides recognition unit outputs that have a probabilistic interpretation. In addition, we have not used a multilayer perceptron in order to
avoid problems associated with multiple minima on the error surface.

APPENDIX A
THE ANALOG PERCEPTRON LEARNING ALGORITHM USED

The analog perceptron learning rule discussed in detail elsewhere [8], was applied to the speech recognition network studied as follows. A given set of utterances (the training set) produces a sequence of detector outputs $D_k(t)$ versus time as described in the text. Let us consider each detector output at $m$ fixed time points located before the endpoint of the word, each time point corresponding to the mean delay of one of the $m$ delay lines used in our network. If the delays in our network were rigid with no dispersion, this set of detector outputs would be the combined information multiplied by the delay line connections, appearing the input current to the recognition units at the end of the utterance. By assuming rigid delays, we can think of our speech recognition network as a single layer perceptron where for each word $w$ in the set $W$ of training words, 320 (32 input channels $\times$ 10 delays) input values are to be mapped onto a set of 10 output values, corresponding to the outputs of the recognition units evaluated at the word endpoint $r^w$. For each word $w$ which belong to the set $W$, the input data consists of the 320 inputs $I^w_{m,n}(t) = D_k(t)^w - m \tau_{delay}$, $m = 1, \ldots , 10$. At $r^w$ the output $V^w_i$ of the $i$th recognition unit for the input data provided by $w$ is

$$V^w_i = g\left(\sum_{n,m} T_{i,n,m} I^w_{n,m}\right)$$

(9)

with

$$g(u) = \frac{1}{2} \left[ 1 + \tanh (\beta u) \right].$$

(10)

Because of the linearity of the convolution operator, a similar transformation works with nonrigid delays (finite $\sigma$) and non-zero $\tau_{rec}$. Associated with each word $w$ in the training set $W$, we have a set of probabilities $P^w_i$, that the word is an instance of category $i$, i.e., digit $i$, and a probability $P^w_{o}$, that it is not an instance of this category. For our data set there was no ambiguity, so these probabilities are 1’s and 0’s. However, the learning algorithm is more general than this and can be applied to situations where only a statistical measure is possible.

The analog perceptron learning algorithm uses the entropy of $P$ with respect to $V$ given by

$$f = \sum_w \sum_j \sum_{n} P^w_n \ln \left( P^w_{n,j} / V^w_n \right)$$

(11)

as the convex positive function to be minimized by the properly organized network. In our network, $V^w_n$ is the probability that word $w$ is an instance of category $i$. Thus in the above expression $V^w_n = V^w_n$ and $V^w_o = (1 - V^w_n)$. Direct differentiation of the above expression shows that gradient descent on $f$ in the space of connection weights is obtained with the iterative update rule

$$\Delta (T_{i,n,m}) = \epsilon \sum_n \left[ (P^w_{n,i} - P^w_{n,j}) - \tanh (\beta V^w_n) \right] I^w_{m,n}$$

(12)

Where $\epsilon$ is the learning coefficient.

A second differentiation shows that the curvature of this function in connection space is always greater than or equal to zero, so that the gradient descent procedure will always find the global minimum of the function. (This expression reduces to the rules described in the section on constructing the delay connections.)

APPENDIX B
ISSUES PERTAINING TO ELECTRONIC IMPLEMENTATION

For small circuits with few feature detectors, it is easy to put individual delays of the appropriate amplitude and time course on the outputs of the feature detectors for direct connection to the recognition units, essentially as depicted in Fig. 2(a). For most of the large circuits of practical interest, it is more effective to build longer delays by combining simple short delays in succession and implementing a tapped delay line. Tapped delay lines can be built in strictly analog VLSI, as in the artificial cochlea built by Mead’s group [29] or implemented as digital delay lines with analog taps, as in CCD tapped delay lines, or made completely in digital hardware using memory storage and CPU arithmetic to compute the effects of analog connections.

For any implementation, there are two fundamentally different ways of organizing the time-delayed connections. One is to put a tapped delay line on the output of each feature detector and to connect resistors representing the strength of a given time-delayed connection from the delay line tap to the input of the appropriate recognition unit. This is an efficient representation when there are many more recognition units than there are detectors. If there are $N_D$ detectors, $N_R$ recognition units, and $N_l$ delay line taps, the number of delay line segments will be $N_D \times N_l$, and the number of connection resistors will be $N_R \times N_l$. When the number of detectors exceeds the number of recognition units it is more efficient to put a tapped delay line on the input to a recognition unit and to have summing junctions at each tap. The number of connections needed is the same, but the number of delay line elements is now $N_D \times N_l$.
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